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for the questions

1. Answer the following questions (any ten) :
1x10=10

Toq AAERE Oed forn (R e w=bt)

(a) What is a standard normal variate?

e STrgEer f[sa 2
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(2)

(p) When do we use F-test?

IR F-0F Ffom I929 T 2

() What is meant by scaling?
sifmier e & 3@ 2

(d) When does specification error arise?

o Rega &6 e Tea =12

fe) 1If the error term is not distributed
normally with 62 variance, what type of
problem may arise?

% S5 =mcsr AR Reqos wyRe o2 forer
T (SR TE (YRR TP ed 28 7

() Why are there two regression lines?

WO AR &9 e e 2

(g9 What is adjusted R??

Sfewfe R? 2
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(3)

(h) When does type-II error occur?

BiRo-11 @fo (Ffom Tea 272

() Why do we add a random term in a
linear regression model?

CalRe s ¥ 9bre @ ¢ 951 /Y @E
FN W2

() What is meant by degrees of freedom?
FoFgor T {fereat & gomm 0

(k) If E{UU{) #0, which problem does arise
in a linear regression model
th =0+ BX: + Ut ?

951 GRS SWRRT @91 Y, = +BX, +U,S I
EUU) #0 2, (otm=’te & o1 Ted =0 2

() What is the relation between correlation
and regression coefficients?

A SF AARET FH25 I[E© g S 2

(m) What is critical region?

ey e 2
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(4)

(n) State the expression for normal
distribution.
YR IBA @A TS 91 2

fo) What is the difference between error
sum of square and explanatory sum of
square?

@b 7 @oFe W AWARER IR @6EER
e N forn |

2. Answer any five of the following questions :
2x5=10

were g R e #i6ht e Tes forey

(a) Write two uses of Student’s
t distribution.

Student’s t fR©397 701 I92F f&147 |
(b) Distinguish between type-I error and

type-II error.
el B wF eI @y Tee onde
forar |

(c) Define coefficient of determination in a
two-variable linear regression model.

72 Dod (AR STARREE SRS GEN BT
el fadl | :

(d) What is partial regression coefficient?
S SAREIE B 2

22A/1121 ( Continued )



(S)

{e) Distinguish between multicollinearity
and autocorrelation.

TR TE TAOTRTI A 135 ferd |
(i) Write two assumptions of F-test.
F-oRra qo1 SfSqRe o7 |
(g9 What are errors in variables?

veed @ foorR & 192
(h) Give two reasons for arising multi-

collinearity problem.

TPTFR ALN T8 (TR 701 PR fordt |

3. Answer any four of the following questions :
5x4=20

=d & e wIfnt 2E TR o

(a) Explain diagrammatically the area
property of normal distribution.

TYRT 3G9 1 B0 oA SRS e
41 |

(p) What are the properties of a good
estimator? Explain.

B TT SRR (IFEPTR 001 4T |

(c) Explain the assumptions regarding the
stochastic term of the linear regression
model Y, =a +BX; +U;.

Y, =a+BX, +U; @fRRe S wifds &6
o[IOR SISAEEATCAI M 41 |
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( 6)

(d) Explain the concept of confidence
interval.

P S@REE YRETR SICEs 4 |

fe) What is a dummy variable? What is its

importance in statistical inference?
2+3=5

SR v e & oqEm e SRR e
R GG A I |

() Distinguish between individual and
joint functional form of regression
model.

SR WEe JfETe WE I FAE Ao
“f12fe ferl |

(g) Explain how the omission of relevant
variable can create a problem in
regression analysis.

TEEY ReETe arfe o Im R[S
(AL ST 2 2, SICETo 4T |

(h) What are the methods of detecting
heteroscedasticity? Explain any two of
them.

Rafivem Sl smfegz & 2 T &
CRICAT 701 10 541 |
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(7)

4. Answer any four of the following questions :
' 10x4=40
were gl R e wifeon epe Teq fes

(a) What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
w=1600 and o =200. What .is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(iti) above 20007
[(0<Z <1=0-3413),

0<Z<0.5=0:1915] 2+2+6=10

ARG 354 2 W I”TR fovn 1 ¥R @

7' fRAIRT 9@ w=1600 HF o =200

e AgEeed [Fel@) wF 1500 =<

18003 fSe3@ (2@, (i) 15003 ©F© (I

W (i) 20009 @[S SR EER WiEe

Tfered |

[(0<Z <1=0-3413),

(0<Z<0.5=0-1915

(b) Distinguish between null hypothesis
and alternative hypothesis. When do we
use chi-square distribution? A random
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(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70? [Tabulated value of
t =2-78 corresponding to (n-1) d.f]
2+3+5=10
A ARTE S S R AT A9l
)11 Chi-3sf Re’q &fem wazm s91 =9
95l G 5 & R TF4 WRRCSE @El
3’9 | (9SCRY 3 I 80, 40, 50, 90,
o 80 W, 9% WIWR 4RI 9 70 I
TS FCICH 2
(n—1) d.£3 3CC “[<f&<m T4 t = 2. 78]

(c) State and prove Gauss-Markov theorem
for Pf; in linear regression model
Y; =Bo +B X +U;, where B, and B, are
parameters and U; is stochastic term. 10
Y; =Bg +B1X; tU; TRAYT @R YA
TH-TRTS OGB! TS AF {1 41 | TS B,
IF B, 264 2 W U, @6 * =7 |

(d) How to measure the standard errors of
regression estimator? Explain the
concepts of hypothesis testing and
forecasting. 2+4+4=10
TRETS HUET @ e =0
AfRFE ARHT HF PR (RAER A
EEIN
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(9)

fe) In a three-variable linear regression
model Yt =B0 +B1X1t +B2X2t +U!,
estimate the parameters B, B, Bs. 10

@B o tAeY TRRY @Y AR

Tferaa 7S SRR @A
Y; =Bg +B1 Xy +B2Xo +USF B, By, Bo
7541 =7 |

() A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y =Bg +B1 X +B2 X5 +U
Compute the least square estimates

including interrupt term from the
following observations :

Output (Y) Labours (X}) Machines (X;)

40 46 24

42 60 15

37 54 12

50 50 50

36 42 19
Apply the least square method to
estimate the parameters. 10

qEH AT A9 AN WIE EE TAMES
TeoS SR GRRACEA T3 IR | B T
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(10 )

Wi Y =Bo +BiX) +Ba Xy +UT TR
fgey 39 ARPRIMER R S9R #[

Sfered :
Eerfr (V) o7 (Xy) 73 (X5)

40 46 24

42 60 L5

27 54 12

50 50 50

36 42 19
ferared 35f “FafS =R R AEER Sfeher |

g What are the sources of auto-
correlation? Describe Durbin-Watson

D test. 4+6=10
TR TR SOPTR & 52 wRR-euitem
D #1770 F4

(h) Explain the consequences of multi-
collinearity. 10

-9 ASE AT 47 |

(i) How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of the heteroscedasticity is known?

5+5=10
TS RN @ erom oo 4y

e o3 w° =W crrE we
@A BER AR 2
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(11)

() Explain how specification error may
arise if irrelevant variable is included in
a linear regression model. Explain the
consequences of specification error.

4+6=10
wePRPE vaed a9l Rew [{9ga @b @emE
Ted T 7 @R Fio9 ASIPTR S 41 |
* o &
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