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ECONOMICS

Paper : ECO-HC-4036

(Introductory E<conometrics )

( Honours Core )

Full Marks : 80

Time : 3 hours

The figures in the margin indicate full marks
for the questions

1. Answer the following questions (any ten) :
1x10=10

^  ̂ (1^ :

(a) What is a standard normal variate?

Wf*f 1^^ 1^ ?
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( 2 )

(b) When do we use F-test?

(c) What is meant by scaling?

(d) When does specification error arise?

(e) If the error term is not distributed
normally with a ̂ variance, what type of
problem may arise?

(f) Why are there two regression lines?

5^^)01 ̂ W23tl'1 ?

(g) What is adjusted R^?

t%?
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( 3 )

(h) When does type-II error occur?

(i) Why do we add a random term in a

linear regression model?

(?n9f

w ?

(i) What is meant by degrees of freedom?

r^vsjgvsH ■SJRT •3^Plc<=1 ?

Pz) If EiJJ^U^) ^ 0, which problem does arise
in a linear regression model
Yf =a + pX, +Ut?

WRIT Yt = a +PX( +C7(^ ^
EmtUt) 0 WUl ^ ̂  ?

fl) What is the relation between correlation
and regression coefficients?

"Wiw ̂  wran W5 ?

(m) What is critical region?

?
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( 4 )

(n) State the expression for normal

distribution.

(o) What is the difference between error

sum of square and explanatory sum of

square?

W5 I

2. Answer any five of the following questions :

2x5=10

vSSTS SOT ̂  ;

(a) Write two uses of Student's

t distribution.

Student's t 1%^ I

(b) Distinguish between type-I error and

type-II error.

^t-I vicH; Nl'Sfva fl'l^

1%^ I

(c) Define coefficient of determination in a

two-variable linear regression model.

^  wnii
I

(d) What is partial regression coefficient?
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( 5 )

(e) Distinguish between multicollinearity

and autocorrelation.

(f) Write two assumptions of F-test.

^  1%^ I

(g) What are errors in variables?

1551^ ?

(h) Give two reasons for arising multi
collinearity problem.

wm ̂  cw ̂  I

3. Answer any four of the following questions :

5x4=20

■R C<PlWI olRul 2RI4 Rpfl :

(a) Explain diagrammatically the area
property of normal distribution.

^ I

(b) What are the properties of a good
estimator? Explain.

(c) Explain the assumptions regarding the
stochastic term of the linear regression
model Yf =a+pX( +f/(.
Yf =a + ^Xt +Ut "TOfRII IpR
opf^T^H ■^JPdT ^41 I
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( 6 )

(d) Explain the concept of confidence

interval.

^sfj^efTRl I

(e) What is a dummy variable? What is its
importance in statistical inference?

2+3=5

1T#t ■5==R> ■^PlC=1
>3^ ^ICeliMI W I

(f) Distinguish between individual and
joint functional form of regression
model.

■W3^®I "SJI^

I

(g) Explain how the omission of relevant
variable can create a problem in
regression analysis.

3hR<p ^ *1^

(h) What are the methods of detecting
heteroscedasticity? Explain any two of
them.

R^iiRHd ^

22A/1121 ( Continued )



( 7 )

4. Answer any four of the following questions :
10x4=40

fW ft C41WI biRft 3134 ̂ ^4 ftpfl :

(a) What is a normal distribution? What are
its usefulness? Assume that family

incomes are normally distributed with

^. = 1600 and a =200. What .is the

probability that a family picked up at
random will have income (i) between

1500 and 1800, (ii) below 1500 and

(Hi) above 2000?
[(0<Z ̂1=0-3413),

(0<Z <0-5) =0-1915] 2+2+6=10

•JTT4I44 ■ft ? 414^ ft^T I «fft
31R41R4 p = 1600 0=200

414^ 414144^ ft^l^l] "414 1500 ^
18004 ftv54~5 (:;5I4T, (ii) 15004 ^"=1^ C5J4T
^ (Hi) 20004 <334^ ^ C5I4I4 4Slftal

I

[(0<Z <1=0-3413),
(0<Z<0-5=0-19151

(b) Distinguish between null hypothesis
and alternative hjqsothesis. When do we
use chi-square distribution? A random
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( 8 )

sample of 5 students from a class was

taken. The marks scored by them are

80, 40, 50, 90 and 80. Are these sample
observations confirm that the class

average is 70? [Tabulated value of

t = 2-78 corresponding to (n-1) d.f.]

2+3+5=10

I Chi-^< 1^4 ^ ?

C3^ 5 W\

I  ̂ 80, 40, 50, 90,
^ 80 ^ 70 ̂

[(n -1) d.f.^ 'SfH t =2-78]

(c) State and prove Gauss-Markov theorem
for Pi in linear regression model

Yt ~Po +^£> where Pq and Pj are
parameters and Uf is stochastic term. 10

y; =Po+PiX,+[/i TRmi
9('5I-i||<l<po VS^QClil ^5n?p SRll I Pq

PjSP^ ̂  ̂  t/( ^ I

(d) How to measure the standard errors of

regression estimator? Explain the
concepts of hypothesis testing and
forecasting. 2+4+4=10

^  C^jNT ?
<#4^ <#^4 ̂  <j4'r5Pi4 4T44E4T4 4T14JT
4RT I
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( 9 )

(e) In a three-variable linear regression
model I'f =Po +P2-^2t
estimate the parameters Pg, Pi, P2-

vsi'si aib=iMK

■^^5 "W5rai 1^1=1

~Po +Pl-^u ■^P2-^2t Po» Pi' P2
2flb^ I

(f) A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

^ = Po "^Pl-^i +P2-^2
Compute the least square estimates
including interrupt term from the
following observations :

Output (7) Labours (Xi) Machines (X2)
40 46 24

42 60 15

37 54 12

50 50 50

36 42 19

Apply the least square method to
estimate the parameters. 10

^ ■9(4C"4 I 'TTCRll
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(  10 )

^ y = |3o+P1X1+P2X2

^Pl*s^ :

(7) OT(Xi) ^(^2)
40 46 24

42 60 15

37 54 12

50 50 50

36 42 19

Rjj\s»i <qwRH aiHWH I

(g) What are the sources of auto
correlation? Describe Durbin-Watson

D test. 4+6=10

1% 1% ?

D  ̂ I

(h) Explain the consequences of multi-
collinearity. 10

2r5T4 "^IWIb'fT ̂  I

(i) How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of the heteroscedasticity is known?

5+5=10

91441^ R<)^Rb«1W SPoR ca^fm?
2ffi^ W5 ̂
aiR?
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(  11 )

(i) Explain how specification error may

arise if irrelevant veiriable is included in

a linear regression model. Explain the

consequences of specification error,

4+6=10

★ ★ ★
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